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Problem statement

The aim of this project was to design and implement an algorithm that would detect text in images on the basis of their spatial features, such as the arrangement of lines, corners or circles. Detection was supposed to be concluded by generating a binary image that would correspond to the detected text areas.

Characteristic spatial features of text areas

Areas containing text have a number of features that permit their differentation from other patterns:

· text contains high concentration of lines

· letters of most alphabets contain many corners

· text is usually placed on a contrasting background, so boundaries can be easily detected

Some of the above-mentioned properties, however, are also manifested by other objects commonly seen on photographs:

· tree crowns contain many lines and corners

· ornamental patterns and some textures contain many crisscross lines that mimic text

Selection of methods

To minimize the number of errors, we decided to employ two detection methods and combine their results:

1. line detection based on Prewitt filter

2. Harris corner detection

Prewitt is an edge detection algorithms that utilizes a gradient mask that is convolved with the target image. Areas with high magnitudes of gradient are detected.

Harris detects corner by finding points with low self similarity, estimated by the sum of squared differences (SSD) of the patch centered on the pixel of interested and the neighbouring patches. 

Since these algorithms use different criteria for text detection, their combined result is more reliable than either one acting alone, i.e. false detection of one algorithm can be corrected by the other one.

Algorithm description

The algorithm consists of the following steps:

1. The processed image is split into four images, containing its R, G, B and Intensity channels

2. Each channel is filtered with Prewitt filter. Additional morphological operations are performed. The result is 4 binary images.

3. Each channel is subjected to Harris corner detection algorithm. The results are processed with some morphological operations. The result is 4 grey-scale images.

4. The images resulting from steps 2-3 are multiplied. This results in 4 grey-scale images.

5. Images created in step 4 corresponding to the 4 channels are added up.

6. The resulting grey-scale image is thresholded to obtain the final binary mask.

Detection of text is performed on separate channels, because it was found that detection based only on the intensity channel fails to detect text on backgrounds containing gradients.

Morphological operations performed in steps 2-3 are intended to expand the masks resulting from filtering, so that they contain the whole text area, not only letters.

It was found that edge detection using Prewitt filter almost always identified text, but also detected all sharp boundaries, resulting in a great number of false alarms. For this reason Harris corner detection was used. It detected line intersections and ignored straight boundaries, such as frames, roadsigns edges etc. However, Harris algorithm also has some shortcomings: it detects any areas containing intersecting lines, such as tree crowns or lawns. Since these areas are also marked by Prewitt (as they contain egdes), the final mask resulting from multiplication is also flawed.

Implementation 

function [ im_final ] = textd( filename )
% run in DEBUG mode, i.e. display intermediate results
DEBUG=1;
% load the image and convert it to double
image=imread(filename);
im=double(image)/255;
% extract brightness channel
im_b=rgb2ycbcr(im);
im_b=im_b(:,:,1);
% process individual RGB channels + brightness
imp_v=p_channel( im_b );
imp_r=p_channel( im(:,:,1) );
imp_g=p_channel( im(:,:,2) );
imp_b=p_channel( im(:,:,2) );
if DEBUG==1
    % display individual channels
    figure;
    subplot(4,3, 1);imshow(imp_v.pre);
    subplot(4,3, 2);imshow(imp_v.har);
    subplot(4,3, 3);imshow(imp_v.combined);
    subplot(4,3, 4);imshow(imp_r.pre);
    subplot(4,3, 5);imshow(imp_r.har);
    subplot(4,3, 6);imshow(imp_r.combined);
    subplot(4,3, 7);imshow(imp_g.pre);
    subplot(4,3, 8);imshow(imp_g.har);
    subplot(4,3, 9);imshow(imp_g.combined);
    subplot(4,3,10);imshow(imp_b.pre);
    subplot(4,3,11);imshow(imp_b.har);
    subplot(4,3,12);imshow(imp_b.combined);
end
% add the results
imf=imadd(imp_v.combined,imp_r.combined);
imf=imadd(imf,imp_g.combined);
imf=imadd(imf,imp_b.combined);
% threshold
m=max(max(imf));
imf=imf>(0.025*m);
if DEBUG==1
   figure;imshow(im);
   figure;imshow(imf);
end
im_final = imf;
return;
function [ im_tab ] = p_channel( im_in )
%
% Processes a given channel
%
% contrast correction
im_in=imadjust(im_in,[0.3 0.7],[0 1]);
% compute prewitt filter
im_pre=p_prewitt( im_in );
im_pre=imfilter(im_pre,fspecial('disk',5));
im_pre=double(im_pre);
% compute harris filter
im_har=p_harris( im_in );
im_har=imfilter(im_har,fspecial('disk',5));
% combine the individual fragments into a single image
combined=immultiply(im_pre,im_har);
im_tab=struct('pre',im_pre,'har',im_har,'combined',combined);
return;
function [ im_out ] = p_prewitt( im_in ) 
% filter using prewitt
im_out=edge(im_in,'prewitt');
% morphological close using a square
strelem = strel('square', 24 );
im_out=imclose(im_out,strelem);
return;
function [ im_out ] = p_harris( im_in ) 
% filter using harris
im_out=harris(im_in,3);
% morphological close and open using a square
strelem = strel('square', 24 );
im_out=imclose(im_out,strelem);
im_out=imopen(im_out,strelem);
return;
Results

After testing 492 sample images and comparing the output masks with the correct ones, we have obtained the following results:

	Correctly matched area – average:

The ratio of the number of pixels present in the generated mask that are also present in the correct mask to the number of pixels of the correct mask.
	65%

	Redundant area – average:
The ratio of the number of pixels present in the generated mask that are not present in the correct mask to the number of pixels of the sum of the two masks.
	46%

	Percentage of very good matches:
The ratio of the number of images having the difference between the correctly matched area and the redundant area greater than 55% to the total number of images.
	12%

	Percentage of very poor matches:
The ratio of the number of images having the difference between the correctly matched area and the redundant area smaller than -55% to the total number of images.
	2%


Examples of very good matches

	Name:

	1145


	Match:

	84%


	Redundancy:

	1%



	An example of an image for which there is a near-perfect match. This is one of the best results among the test images. 
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original image
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generated mask
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correct mask


	Name:

	1198


	Match:

	56%


	Redundancy:

	0.3%



	An example of an image for which there is still a very good match. This is the borderline image for the “very good match” level. 

It can be seen that due to the corner detector, the vertical lines in the image are ignored.
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original image
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generated mask
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correct mask


Examples of very poor matches

	Name:

	1462


	Match:

	33%


	Redundancy:

	98%



	An example of an image for which some of the proper mask was detected but along with a lot of incorrect areas.

The buildings’ windows have a lot of edges and a lot of corners which results in a strong false-positive match on both the Prewitt and Harris detectors.
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original image
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generated mask
	[image: image9.png]



correct mask


	Name:

	1383


	Match:

	5%


	Redundancy:

	89%



	An example of an image for which almost none of the text was detected, but a lot of “garbage” instead.

The text in this image was not detected by the Prewitt detector, while the street fragment has a lot of edges and corners ranking high on both detectors.
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original image
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generated mask
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correct mask


Other interesting images

	Name:

	1206


	Match:

	86%


	Redundancy:

	94%



	An example of an image having some natural scenery – trees, plants, etc. – having a lot of edges and corners. The Harris and Prewitt detectors are inadequate in this case.

Although the text was detected rather correctly, a lot of garbage has been marked too.
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original image
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generated mask
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correct mask


	Name:

	Text1



	An example of an image having text placed upon a gradient background. Thanks to the use of multiple color channels as well as the brightness channel it was possible to detect this text almost completely.
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original image
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generated mask
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correct mask


	Name:

	1070


	Match:

	64%


	Redundancy:

	21%



	An example of an image with large text. The method of using the Harris detector employed by our program is better suited for detecting smaller text, which has a larger corner density. Larger letters are usually detected only partially, with the strongest match being on the corners.
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original image
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generated mask
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correct mask


Conclusions

After analyzing the test results, it is clear that the two employed detectors are not enough to properly mark the location of text in any kind of image. The Prewitt and Harris detectors produce poor results for large text, surrounded by objects having a large number of corners and edges, especially trees and plants, rough surfaces, etc. Nonetheless, a certain number of test images gave almost flawless results, which implies that the chosen method is suitable for some applications. Images of small to medium-sized text upon a smooth or gradient background have been properly marked by our program.
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